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Abstract

A new theoretical framework for the testing effect — the finding that retrieval practice is usually more effective for learning than are other strategies — is proposed, the empirically supported tenet of which is that separate memories form as a consequence of study and test events. A simplest case quantitative model is derived from that framework for the case of cued recall. With no free parameters, that model predicts both proportion correct in the test condition and the magnitude of the testing effect across ten experiments conducted in our laboratory, experiments that varied with respect to material type, retention interval, and performance in the restudy condition. The model also provides the first quantitative accounts of: (a) the testing effect as a function of performance in the restudy condition, (b) the upper bound magnitude of the testing effect, (c) the effect of correct answer feedback, (d) the testing effect as a function of retention interval for the cases of feedback and no feedback, and (e) the effect of prior learning method on subsequent learning through testing. Candidate accounts of several other core phenomena in the literature, including test-potentiated learning, recognition vs. cued recall training effects, cued vs. free recall final test effects, and other select transfer effects, are also proposed. Future prospects and relations to other theories are discussed.
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A Dual Memory Theory of the Retrieval Practice Effect

Retrieval from long-term memory improves subsequent test performance more than does either no re-exposure or an equivalent period of time allocated to other learning strategies (Bjork, 1975; Carrier & Pashler, 1992; Gates, 1917; Glover, 1989; Roediger & Butler, 2011). That memorial benefit is known as the retrieval practice effect, test-enhanced learning, and, in this paper, the testing effect (TE).

Typically, the TE is explored using a three-phase experimental design, involving: (a) an initial study phase for items such as paired associates or biology facts, (b) a training phase (also referred to in the literature as the practice or re-exposure phase) in which half of the items are restudied and half undergo an initial test (e.g., with one word of a paired associate presented as a retrieval cue for the other word), and (c) a final test phase in which all items are tested. The TE — usually measured quantitatively as final test proportion correct in the test condition minus that in the restudy condition — has been well-established in memory domains ranging from verbal to visuospatial (e.g., McDermott, Agarwal, D'Antonio, Roediger, & McDaniel, 2014; Rohrer, Taylor, & Sholar, 2010), with published demonstrations now numbering well over 200 across 150 papers and growing (Rawson & Dunlosky, 2011; Rowland, 2014). It is observed after both short (e.g., one-minute) and extended (e.g., several month) retention intervals between the training and final test phases (e.g., Carpenter, Pashler, & Cepeda, 2009; Rowland & DeLosh, 2015), and the provision of correct answer feedback (henceforth, feedback) after each retrieval attempt increases the effect (e.g., Pashler, Cepeda, Wixted, & Rohrer, 2005). Given that preponderance of evidence, the TE now ranks among the most robust of psychological phenomena, and retrieval practice is considered to be among the most promising techniques for improving learning in educational contexts (e.g., Dunlosky, Rawson, Marsh, Nathan, &
Several theories have been proposed that are applicable to the testing effect, each specifying a mechanism that may prove to be important in understanding it. They include (1) the desirable difficulties model (Bjork, 1994), according to which more difficult retrieval yields more learning than does either restudy or less difficult retrieval; (2) the distribution-based bifurcation model (Kornell, Bjork, & Garcia, 2011; Halamish & Bjork, 2011), according to which testing without feedback results in bifurcation of the memory strength distribution by response accuracy, potentially explaining the atypical negative TEs that are often observed at short (e.g., 5 min) of retention intervals when there is no feedback; (3) the elaborative retrieval hypothesis (Carpenter, 2009), according to which retrieval with feedback creates more associative paths between the cue and the correct response than does restudy; (4) the mediator effectiveness hypothesis (Pyc & Rawson, 2010), according to which cue-response mediators are more likely to be established on test than on restudy trials; (5) the episodic context theory (Karpicke, Lehman, & Aue, 2014), which proposes that differences in frequency of retrieval and the degree of episodic context updating in the restudy vs. test conditions explain the TE; (6) the gist-trace processing account (Bouwmeester & Verkoeijen, 2011), according to which testing strengthens memory primarily at the semantic level whereas restudy strengthens memory for surface features; and (7) the attenuated error correction theory (Mozer, Howe, & Pashler, 2004), according to which error correction processes in a feed-forward two-layer neural network model explain the TE for the case of testing with feedback.

The majority of those theories are expressed in conceptual terms, having not yet been implemented quantitatively, with Mozer et al.’s (2004) attenuated error correction theory constituting the primary exception. To date, none of those theories makes direct quantitative
predictions about either proportion correct in the test condition or the TE magnitude. Here we propose a simple but powerful new theory, along with a corresponding quantitative model, that makes predictions for both test condition performance and the TE magnitude. We show that the model, which in its simplest case has no free parameters, can provide good-to-excellent quantitative accounts of several phenomena that are central to the TE literature, including but not limited to: (a) the magnitude of the TE as a function of performance in the restudy condition, (b) the upper bound magnitude of the TE, (c) the effect of feedback, (d) the functional form of the testing retention curve (i.e., the TE magnitude as a function of the retention interval between training and final test phases) for the cases of both feedback and no feedback, and (e) the effect of training type on subsequent learning through testing with feedback.

A Dual Memory Theoretical Framework

The basic and unique claim of our theory is that the initial study phase encodes study memory, restudy strengthens study memory, and initial testing both strengthens study memory and encodes a new and separate test memory. Hence final test performance in the restudy condition is supported solely by study memory, whereas final test performance in the test condition can be supported by study memory, test memory, or both.

Our assumption that a restudy trial reactivates and strengthens the originally encoded study memory is consistent with recent work showing that, for at least the case of pure repetition, study phase retrieval (Hintzman, 2010; Thios & D’Agostino, 1976) is a core phenomenon that should be included in any general theory of the spacing effect. Benjamin and Tullis (2010), for example, marshalled evidence through both meta-analyses and model development suggesting that the second presentation of an item will, with a probability associated with the delay between presentations, “remind” (i.e., reactivate) and “enhance” (i.e., strengthen) the earlier encoded
study memory. Based on their meta-analysis, reminding appears to occur frequently at repetition lags of up to 80 or more, which exceeds the mean item repetition lag between initial study and restudy in the majority of cued recall TE literature. Although those results do not guarantee that restudy in TE experiments will always result in reminding and strengthening of prior study memory, for simplicity we assume that it always does in the model development below.

Now consider initial test trials. Our claim that an initial test trial with feedback reactivates and strengthens of study memory is a natural extension of our assumption that restudy reactivates and strengthens study memory. Successful retrieval on the initial test trial must involve reactivation of the corresponding study episode (provided that no pre-experimental associations that would support that retrieval exist), and that reactivation would be expected to strengthen that study memory, perhaps to roughly the same extent as does restudy. On incorrect initial test trials, the test cue plus the correct answer feedback reconstitute the full set of initial study stimulus elements, just as restudy does, and thus reactivation of study memory may occur during feedback even if the test cue alone was insufficient for that reactivation to occur. The consequent study memory strengthening may plausibly occur to roughly the same extent as it would have had that incorrectly answered item instead been in the restudy condition.

Critically in the dual memory model, the first test trial for an item also yields a new and separate test memory. Test memory has two components in the model: (1) cue memory, which is episodic encoding of the presented retrieval cue in the context of a task set to retrieve the response (as opposed to a presumed task set to memorize the full stimulus on study trials) and (2) an association between cue memory and the correct response. Cue memory is assumed to be encoded concurrently with cue presentation, and independently of any subsequent answer retrieval attempt. When the correct response (e.g., the missing element of a paired associate) is
then retrieved from study memory, or becomes available through feedback, an association between cue memory and that response can form, providing a second route to answer retrieval on later test trials.

**Empirical evidence supporting separate study and test memory.** Studies of process shifts during retrieval practice support our claim of separate study and test memory, while also providing insight into the rate of shift from reliance on study memory to reliance on test memory. Because cue memory, once formed, is a better match to the presented cue and task set on subsequent test trials than is study memory, it is reasonable to expect that test memory will ultimately be the more optimal retrieval route, and that it will come to dominate the study memory route with sufficient practice.

One source of evidence for that shift comes from experiments in which a mnemonic mediator for retrieval is learned during initial study. For example, in some implementations of the keyword foreign vocabulary learning task (Atkinson & Raugh, 1975; Raugh & Atkinson, 1975), a foreign word (e.g., the French word *assiette*), an easy-to-recall, phonetically (or orthographically) related mediator word (keyword) from the native language (e.g., the English word *essay*), and the correct translation (e.g., *plate*) are all presented simultaneously for study. During that study phase, subjects are instructed to form an interactive image between the keyword and the foreign word (e.g., the act of writing an *essay* on a *plate*). In the experiments described below, subjects then practiced retrieving the English word when presented with only the foreign word (for related mediator tasks in the testing effect literature, see Pyc & Rawson, 2010; 2012).

Based on subject reports, the keyword mediator drops out of conscious use following retrieval practice (e.g., Crutcher & Ericsson, 2000), suggesting a shift from retrieval through
study memory using the keyword mediator to a more direct retrieval process that bypasses that mediator (i.e., test memory). Kole and Healy (2013) provided direct evidence for that inference using a priming task. Their subjects performed a lexical decision task after some of the translation trials in which the word presented for lexical decision was either unrelated to or semantically related to the keyword. They observed a lexical priming advantage for the semantically related words at low translation practice levels, but not at moderate (five translation trials per item) or high (45 translation trials per item) practice levels. Translation retrieval practice thus appears to create a new retrieval route (i.e., through test memory) that bypasses keyword activation and thus appears to be functionally distinct from the memory that with was formed by initial study.

The functional form of response time (RT) improvement with retrieval practice constitutes a second type of evidence. In the literature on practice effects, the power function best describes (and almost perfectly fits in most cases) RT improvement for averaged data across a wide array of tasks (Newell & Rosenbloom, 1981), including memory retrieval tasks that have been highly practiced prior to the experiment (e.g., single-digit arithmetic for college students, as in Rickard, 2007). For such tasks, it is unlikely that frequent and substantial strategy or process shifts occur during experimental practice. On the other hand, RT improvement on tasks that exhibit a clear strategy shift from reliance on a multi-step algorithm to reliance on direct memory retrieval (e.g., novel multi-step arithmetic tasks) does not follow a power function. Rather, RT improvement matches predictions of a mixture model (Dulaney, Reber, Stazewski, & Ritter, 1998; Rickard, 1997; Rickard & Bajic, 2009) in which there is a shift for each item from one power function (describing RT improvement for the algorithm strategy) to a different power function (describing improvement for the retrieval strategy). Because the retrieval strategy
power function has, as an empirical matter, faster RTs across the full range of practice than does the algorithm power function, the overall RT curve for such tasks is demonstrably not a power function, but rather is an empirically distinct mixture of power functions.

Of interest here is the shape of the RT curve for the case of retrieval practice on a newly formed episodic memory, as in the case of an initial study trial followed by repeated test trials in test condition of the TE paradigm. If a single power function provides excellent fits to that RT curve from the first trial onward, then we can reasonably infer, based on findings summarized above, that no process shift occurs, and that the memory that was encoded in the initial study phase continues to mediate performance. If, however, the curve is well-fitted only by the mixture model, then a process shift is implied. In this case that result would suggest not a shift from a slow multi-step algorithm to memory retrieval, but rather a shift from relatively slow study memory access to reliance on a separate and ultimately more efficient retrieval route through test memory. Rickard and Bajic (2006) demonstrated that mixture model effect in each of three experiments in which there was initial study on a set of word triplets, followed by 20 blocks of retrieval practice in which the same two words of each triplet were presented once in each block as a retrieval cue for the third word. Hence, during retrieval practice (including the test condition of the TE paradigm), a shift from reliance on study memory to reliance on test memory appears to occur.

Both the Kole and Healy (2013) and Rickard and Bajic (2006) results suggest that test memory is the primary route to answer retrieval after about the first five to ten test repetitions per item. It therefore appears that test memory develops quickly, and that the two retrieval routes—through study memory and test memory—can jointly contribute to performance over at least the first several test trials per item. Because most studies in the TE literature involve one or only a
few repetitions per item during training, the bulk of that literature appears to occupy the “sweet spot” within which retrieval contributions from both study and test memory would be expected for tested items on the final test.

**Associative properties of study and test memory.** The model currently makes no distinction between the associative properties of study memory and cue memory. They may both be instances of the same type of study memory. There is an important distinction in the model, however, between both of those instances of study memory and test memory. Study memory as conceived here has no necessary cue-response distinction. Rather, stimulus elements (including task set) can be bound together in the absence of that distinction. An example in the memory literature is the empirically supported schema model of Ross and Bower (1981), according to which study of a stimulus with multiple elements results in symmetric associative links between stimulus element nodes and a central “schema” node. Test memory, in contrast, involves formation of cue memory, and subsequently, formation of an association to a response. Under certain conditions, learning and strengthening of cue memory can occur independently of associative learning between that memory and the response. As we show in the General Discussion, those contrasting associative properties of study and test memory allow the model to uniquely account for important auxiliary phenomena in the TE literature.

**A Quantitative Model Based on the Dual Memory Framework**

The relatively simple dual memory framework outlined above can in principle explain core aspects of the TE in all contexts, a topic to which we will return in the General Discussion. The model described here applies to experiments in which both the initial and final tests involve cued recall, constituting roughly half of the experimental literature as catalogued by Rawson and Dunlosky (2011) and Rowland (2014). The model is also intended to apply most directly to the
three phase experimental design outlined earlier, and to cases in which (a) episodic memory encoding during the initial study phase constitutes the only learning that can support answer retrieval on the initial test, (b) initial study involves a single trial per item of roughly the same latency as for both restudy and test trials in the training phase, and (c) correct answer feedback, if provided during training, is immediate after each test trial. Those conditions are, respectively, the most common in the cued recall TE literature.

In the following two sections the model concepts are briefly elaborated and the equations are specified. Model development was guided at every decision point by the combined criteria of empirical support and theoretical precedent (where available), as well as model simplicity, a strategy that yielded a parameter-free model. We first evaluated the simplest case model that is consistent with the theoretical framework, and then considered possible elaboration as needed.

**Conceptual description.** Our primary interest here is not detailed modeling of study or test memory per se, but rather development of a model that illustrates how the interaction of those two memories in the test condition give rise to the testing effect. We thus adopt a strength-threshold account of both study memory and test memory. For current purposes, test memory strength corresponds to the combined influence of cue memory and the association to the response (distinctive roles of those two components will be considered later). For both study and test memory, a correct response is retrieved on a final test trial only if memory strength is above the response threshold. For strength-threshold model precedent in the TE literature, see Halamish and Bjork (2011) and Kornell et al. (2011); and in the memory literature more generally, see Wixted (2007).

Consider a hypothetical ideal subject with an infinite number of items, each randomly assigned to either the restudy or test condition. The initial study phase yields identical study
memory strength probability distributions for items in those two conditions (see Figure 1, panels a and b; “after initial study”). For purposes of exposition and later simulation modeling, associative strengths are assumed to be gamma distributed. (However, none of the model predictions depend critically on that distribution assumption and predictions for the case of testing with feedback are entirely independent of the shape of the memory strength distribution). The gamma distribution has a shape parameter, which is held constant at 2.0 for simulations in this manuscript, and a scale parameter. In the figures and simulations, training effects are modeled by increasing the value of the scale parameter, which “stretches” the strength distribution to the right, increasing both its mean and standard deviation.

During the training phase, a restudy trial strengthens study memory for each item, resulting in the right-shifted strength distribution in Figure 1 (panel a; “after training”). On testing with feedback trials — the type of test trial on which we focus first — two changes occur in memory: study memory is strengthened and test memory is encoded.

Given the conditions described earlier for which the model is developed, the first correct initial test trial must (excluding correct guessing) involve reactivation, and by our assumption strengthening, of study memory. On an incorrect trial, study memory can be reactivated and strengthened after feedback is presented. For simplicity, we assume here that study memory strengthening on test trials with feedback is not causally dependent on trial accuracy. We further assume that the amount of study memory strengthening on test trials with feedback is identical at the distribution level to that which occurs on restudy trials. Thus study memory strength distributions after training are identical for restudied and tested items (Figure 1, panels a and b, “after training”).

[insert Figure 1 around here]
Now consider test memory on initial test trials. When a cue is presented, cue memory forms, as outlined earlier. An association between cue memory and the correct answer occurs when either (1) the answer is retrieved from episodic study memory into working memory (correct trials) or (2) feedback is provided (incorrect trials). Feedback on correct test trials is assumed to have no effect on final test performance (for supporting evidence in the case of cued recall, see Pashler et al., 2005; cf. Butler, Karpicke, & Roediger, 2008, for the case of low-confidence correct responses on multiple choice tests). Test memory strengthening in the model is not causally dependent on initial test accuracy. That assumption is reasonable given basic properties of the model; from the “perspective” of cue memory, there are simply two ways that an answer can become available from an external source (study memory or feedback) and there is no a priori reason to believe that the source in itself causally influences associative strengthening. Our assumptions that neither study nor test memory strength for tested items are causally dependent on initial test accuracy (and hence, that neither strength distribution is bifurcated by accuracy) is consistent with the hypothesis that, when there is immediate feedback, the retrieval attempt rather than retrieval success is the primary driver of learning (Kornell, Klein, & Rawson, 2015; Kornell & Vaughn, in press; Vaughn, Hausman, & Kornell, in press). Error learning on initial test trials is assumed to be suppressed when immediate feedback is provided (for similar conjectures, see Carrier & Pashler, 1992 and Kornell & Son, 2009). We assume for simplicity that the test memory strength distribution after training is identical to the study memory strength distributions. Thus, after training, all three strength distributions across the two conditions are identical (see Figure 1, panel c). Strengths in study and test memory across tested items are assumed to be independent.

On the final test, correct retrieval in the restudy condition is predicted to occur for any
item with a study memory strength that is above a response threshold \( t \), with \( t \) held constant for a given subject across all trials and phases of an experiment (see all panels of Figure 1). In the test condition on the final test, correct retrieval may occur through study memory, test memory, or both. According to the model, the TE is solely dependent on the combined contribution of study and test memory; if either study or test memory were absent for a tested item, then the model would predict zero TE (see Figure 1). Correct retrieval through study memory and test memory is assumed to occur all or none and independently. Finally, incorrect responses on the final test occur only when neither study nor test memory strength is above the response threshold.

Quantitative implementation. Drawing on the conceptual description above, a simple quantitative model for the ideal subject can be specified. For a randomly selected item in the restudy condition, the probability correct on the final test \( (P_R) \) is,

\[
P_R = P(S_R > t),
\]

where \( S_R \) is the item strength in study memory at the time of the final test and \( t \) is the response threshold. For the case of testing with feedback, the probability correct for a randomly selected item on the final test based on study memory alone is,

\[
P_{T-s} = P(S_{T-s} > t),
\]

and probability correct based on test memory alone is,

\[
P_{T-t} = P(S_{T-t} > t),
\]

where \( S_{T-s} \) is study memory strength and \( S_{T-t} \) is test memory strength.

Given the properties of the model described above, probability correct through either study memory, test memory, or both is governed by the product rule for independent events,

\[
P_T = P_{T-s} + P_{T-t} - P_{T-s}P_{T-t}.
\]
Because $P_{T-s} = P_{T-t} = P_R$ in the model, Equation 1 can be expressed as,

$$P_T = 2P_R - P_R^2,$$  \hspace{1cm} (2)

and the equation for the $TE$ is,

$$TE = P_T - P_R = P_R - P_R^2.$$  \hspace{1cm} (3)

The model therefore predicts that both $P_T$ and the $TE$ can be expressed solely as a function of probability correct in the restudy condition. Equation 3 is depicted by the solid line curve in Figure 2. Also shown (dashed line) is the logical upper bound $TE$ as a function of $P_R$.

In the model for cued recall, the maximum value of $TE$ (0.25) is observed when $P_R = 0.5$. As $P_R$ approaches 1.0 or zero, the $TE$ approaches zero.

For a group of ideal subjects (an ideal experiment), the predicted grand means for $P_T$ and $TE$ are the means of the predicted subject-level $P_T$s and $TE$s. Because subjects are expected to have different values of $P_R$, the grand mean prediction for $TE$ will not correspond to a point on the model prediction curve for the ideal subject in Figure 2, but rather will always be below that curve. That fact can be appreciated by considering a group of ideal subjects with an observed grand mean $P_R$ of 0.5. Most or all of those subjects would be expected to have $P_R$ values either below 0.5 or above 0.5, and in all such cases the subject-level predicted $TE$s (Equation 3) will be less than the maximum of 0.25. Hence, a grand mean $P_R$ of 0.5 will yield a mean $TE$ of less than 0.25, with the extent less determined by the $P_R$ distribution over subjects. That conclusion holds for all possible distributions of subject-level $P_R$ with non-zero variance, an assertion that follows from the fact that the prediction curve in Figure 2 becomes progressively steeper as a function of distance from $P_R = 0.5$. Thus, for $TE$ data averaged over a group of subjects, the prediction curve in Figure 2 constitutes not an exact prediction, but rather the upper bound of an envelope
within which $TE$s are expected to occur. The lower bound of that envelope is zero across all values of mean $P_R$. That envelope constitutes exactly one-third of the logically possible $TE$ space. There appears to be no other discussion in the literature of either the function relating the $TE$ to performance in the restudy condition or the upper bound magnitude of the $TE$ for a given retrieval task and experimental design. We suggest, however, that those two characteristics of the $TE$ are among the core set of phenomena to be explained.

There are two additional respects in which the curve in Figure 2 constitutes a psychologically meaningful upper bound prediction. First, it is an upper bound for alternative instantiations of the model in which the correlation between test and study memory strength over tested items is positive rather than zero (the case of independence currently assumed). A positive correlation is plausible; items that are easier to learn through study (in study memory) may also be easier to learn through testing (in test memory). Second, it is an upper bound for instantiations of the model in which the test memory strength distribution is weaker than (i.e., in Figure 1a, shifted to the left relative to) the study memory strength distributions, a case to which we will return to later.

Finally, consider data from an actual subject (in which there are a finite number of items). If the number of items in the restudy condition is large, then the equation for an unbiased estimate of the true model prediction for $P_T$ has the same form as for the ideal subject (Equation 2), but is expressed in terms of observed proportion correct in the restudy condition ($PC_R$),

$$\hat{P}_C_T = 2PC_R - PC_R^2,$$  \hspace{1cm} (4)

where $\hat{P}_C_T$ is the proportion correct estimate for the test condition. The unbiased estimate of the $TE$ is,

$$\hat{TE} = PC_R - PC_R^2.$$  \hspace{1cm} (5)
When there are a small number of items in the restudy condition, the predictions given by Equations 4 and 5 will underestimate the true model prediction for $P_T$ and $TE$ (Equations 2 and 3). However, for the example case of about 20 items in the restudy condition, as in much of the $TE$ literature, that small sample bias is negligible (about 0.01 when $P_R = 0.5$, with that amount decreasing as $P_R$ approaches 0 or 1.0).\(^1\)

There are two approaches to fitting the model to experimental data, both of which are used below. First, if subject-level proportion correct data are available, then quantitative predictions for $PC_T$ and the $TE$ for each subject that closely match the true model predictions can be calculated based on subject-level $PC_R$ (Equations 4 and 5), and those predictions can be used to predict the experiment-level mean $PC_T$ and the mean $TE$. Second, if subject-level data are not available but experiment-level mean proportion correct data are, then the model can be tested by observing whether the mean $TE$ (or its confidence interval) falls within the envelope bounded by Equation 3 (see Figure 2).

**Implications of the Model for Data Interpretation**

For an experiment the model predicts maximum mean $TE$ magnitude when the grand mean $P_R$ is 0.5 and the variability in $P_R$ across subjects are low, and a smaller magnitude as the mean $P_R$ approaches 0 or 1, and (or) when $P_R$ variability is higher. Those properties of the model may explain why $TE$s are larger in some contexts than others, without resorting to different theoretical accounts. For example, a finding that mean $TE$s for a given experiment are different for one subject population versus another (e.g., children vs. adults) might be interpreted as suggesting that retrieval practice is intrinsically less potent in one of the populations, but according to the model that conclusion would not necessarily follow. That possibility can be extended to any other experimental situation in which the $TE$ is hypothesized to depend on the
level of a second, orthogonally manipulated variable.

Empirical Tests of the Dual Memory Model

Data from Our Laboratory

We first tested the model against ten data sets collected in our laboratory, all of which were originally designed to explore individual differences in, or transfer of, the TE (Pan, Gopal, & Rickard, 2015; Pan, Pashler, Potter, & Rickard, 2015; Pan, Wong, Potter, Mejia, & Rickard, 2016). Those data sets are the first ten entries of Appendix A (listed under Laboratory data). Data from nine of the data sets had not been analyzed, nor in most cases collected, prior to model development. All ten experiments employed similar designs and procedures, had minimum complexity, and met the earlier described criteria to which the model most directly applies. Each entailed:

1. Three experimental phases over two sessions: an initial study and training phase in session one, and a final test phase in session two.
2. A single presentation of each item during the initial study phase, for either 6 or 8 s per item over experiments.
3. A training phase involving: random assignment of items into two subsets with counterbalanced assignment of those subsets to the restudy and testing conditions; a single presentation of each item followed by immediate feedback; equated exposure time per trial in the restudy and test conditions; and instructions to type the response on test trials as quickly and accurately as possible. Following the majority of the literature, no response was required on either initial study or restudy trials. Elements of the stimuli did not have strong pre-experimental associations and thus test performance in the training phase is likely to have been mediated almost exclusively
by episodic memory that was formed during the initial study phase.

4. A final test session in which each item in the restudy and testing conditions was presented once in random order for testing, using the same cued recall format as on the initial test. There was no trial time limit and no feedback was provided.

Across the ten experiments, there was design variation in two respects that are of potential theoretical interest: (1) the retention interval between the training and final test phases (24 hrs, 48 hrs, or one week), and (2) the materials used (paired associate words, triple associate words, and history facts).

**Results.** Predictions for mean $PC_T$ were calculated separately for each subject using Equation 4. For each of the data sets, the number of items in the restudy condition was either 18 or 20. The item sampling bias discussed earlier when applying Equation 4 should thus be negligible and was ignored. Model predictions for mean $PC_T$, along with observed mean $PC_T$ and $PC_R$, are plotted in Figure 3. In agreement with the model, the 95% confidence interval of the predicted $PC_T$ contains the observed $PC_T$ for all experiments. We also observed no systematic differences in model fit over the factors of either retention interval or material type. To explore the possibility of small but systematic prediction error, we collapsed data from all ten experiments into a single analysis ($n = 483$), with results shown in the far right-side bar-graph in Figure 3. The mean difference score (test condition predicted minus test condition observed) was 0.009, with a 95% confidence interval of ± 0.02. A scatterplot of the predicted vs. observed $PC_T$ over experiments is shown in Figure 4. As would be expected if the model is correct, the data points lie near the diagonal across the range of predicted $PC_T$ values. Overall, the dual memory model provides good quantitative fits to these data sets, with no free parameters.
Testing the Model Against Results in the Literature

The testing effect as a function of restudy performance. We next conducted a broad literature search for TE experiments involving feedback on the initial test and cued recall on both the initial and final tests. Two articles that catalogued or reviewed the literature (Rawson & Dunlosky, 2011; Rowland, 2014) served as the primary source for identifying experiments. In Rawson and Dunlosky (2011), 82 empirical articles covering a decade of retrieval practice research (2000 to 2010) were catalogued. In Rowland (2014), 61 empirical studies covering nearly four decades of research were subjected to a meta-analytic review.

We also performed a separate keyword search of the APA’s PsycINFO database for peer-reviewed empirical articles using the keywords testing effect and retrieval practice and restricted to the date range (2013 to 2015) that was not covered by the other two sources. This search, which identified 145 candidate articles, was completed in June 2015. Combined, the published and database sources contributed 264 candidate empirical articles (excluding overlapping entries).

In the next review phase, we examined all 264 articles to identify experiments that (a) incorporated the three-phase experiment design discussed earlier, and (b) compared testing with feedback to a restudy control. The criteria for inclusion here was more lenient than the strict conditions for which the model was developed (and which held for the foregoing analyses of experiments from our laboratory). We found no experiments in the literature that met all of those conditions, thus necessitating the broader inclusion criteria. All experiments that were identified from the database search and subsequent screening process are catalogued in Appendix A (listed under Literature search).
For each of the 114 identified experiments, the mean $TE$ and mean $PC_R$ was recorded (see Appendix A). In cases where values were reported in graphical form but were not specified in the text, graphical pixel analysis using the technique detailed in Pan and Rickard (2015) was employed to extract mean $TE$ and mean $PC_R$. Because subject-level data are not reported in the literature, the subject-level model predictions could not be calculated. Instead we explored whether the extracted mean $TE$s as a function of mean $PC_R$ tend to fall within the envelope predicted by the model. If there is no pattern suggesting that the model upper bound prediction is psychologically meaningful, then the model would be refuted in this analysis. There was no expectation based on the prior literature regarding the expected outcome.

Results are shown in Figure 5. The great majority of $TE$s are within the model prediction envelope, an envelope that constitutes one-third of the $TE$ space. Only five of the 114 $TE$s had confidence intervals that did not extend into the envelope (indicated by open circles), and several of those experiments had extreme design features, including extensive item repetition over multiple training sessions. Although there was insufficient reported data to calculate confidence intervals for many of the effects, intervals that could be calculated suggests an interval of between ± 0.04 and ± 0.07. It is thus not surprising from the standpoint of the model that a modest number $TE$ point estimates are larger than the boundary value.

From the perspective of the parameter-free version of the model, effects that are far below the prediction upper-bound and toward the center of the curve are unlikely to have been fitted well if subject-level data had been available, unless the subject-level $PC_R$ distribution in those cases is bimodal, concentrated toward the upper and lower tails of the envelope. Those data points could be accommodated by the more general modeling framework, however, if it is assumed that, under some circumstances, test memory is weaker than study memory. As
described in the next section, a number of data points in Figure 5 are viable candidates for that possibility.

[insert Figure 5 around here]

The results described above are generally consistent with the dual memory model. In particular, the upper bound prediction for the $TE$ appears to be psychologically meaningful. Although the fits of the model to these data are not exact, they do constitute notable theoretical progress in our view: No other model in the literature places any constraints on the magnitude of the TE, either in absolute terms or as a function of restudy performance.

**The testing retention effect for the case of feedback.** In multiple studies, the magnitude of the $TE$ has been demonstrated to increase as a function of retention interval for several days or weeks. That pattern can be expected to reverse at some point as natural forgetting occurs for both restudied and tested items, and as proportion correct for both conditions eventually approaches zero. For the cases of testing both with and without feedback, that pattern is a natural consequence of the dual memory model. Consider first testing with feedback, and the special case in which proportion correct in the restudy condition is 1.0 on a hypothetical immediate final test. The model predicts zero $TE$ in that case (Equation 3), as it must on a purely logical basis. Forgetting over time will result in decreasing proportion correct in the restudy condition, and correspondingly increasing $TE$ magnitude. That effect can be visualized for the ideal subject by mentally flipping Figure 2 from left to right (such that maximum restudy performance is on the far left side of the horizontal axis), and imagining that the horizontal axis represents both restudy proportion correct and retention interval, with restudy proportion correct decreasing over increasing retention interval. If forgetting in the restudy condition were a linear function of time until $P_R$ equals zero, then that curve would accurately
reflect the shape of the model’s retention prediction for the special case of perfect accuracy on an immediate final test. Wixted and Ebbesen (1991, 1997; see also Anderson & Schooler, 1991; Wickelgren, 1974; Wixted, 2004), however, have established compellingly that forgetting following study, as measured by proportion correct, follows a power function of time to a close approximation. Thus, the model prediction for TE as a function of retention interval when restudy proportion correct on an immediate test is 1.0 is a power function transformed version of the left-right flipped Figure 2, such that the TE falls off more gradually on the right side than on the left side. That curve shape is represented by the solid-line in Figure 6, which shows predicted TE as a function retention interval over generic units of time. That prediction and all other retention predictions described below rest on the reasonable and simplest case assumption that power function forgetting measured in terms of accuracy occurs at the same rate in both study and test memory.

[insert Figure 6 around here]

Figure 6 also depicts the retention function for an ideal subject when restudy proportion correct on an immediate final test is 0.8, 0.5, and 0.15. In all of those cases, the predicted retention curve is a left-shifted version of the solid-line curve. For the case of 0.8, the TE is greater than zero on the immediate test, increases to a peak of 0.25 earlier than for the 1.0 case, and decreases more quickly than for the 1.0 case. For both the 0.5 and 0.15 cases, however, there is no increase in TE with increasing retention interval, but rather a monotonically decreasing effect. More generally for experimental data, for any case in which restudy accuracy is above 0.5 on the shortest delay test, a range of retention intervals involving increasing TE magnitude is predicted, whereas for any case in which restudy accuracy is at or below 0.5 on the shortest delay test, only a decreasing TE magnitude as a function of retention interval is
Empirical results for testing with feedback are generally consistent with the above predictions. Multiple experiments involving cued recall and feedback exhibit positive testing effects at very short delay intervals ($\leq 5$ minutes) when restudy proportion correct is below 1.0, including Bishara and Jacoby (2008; Experiment 1); Carpenter, Pashler, Wixted, and Vul (2008); Fritz, Morris, Nolan, and Singleton (2007; Experiments 1 & 2); Jacoby et al. (2010; Experiments 1 & 2); Morris et al. (2004; Experiment 2); Rowland and DeLosh (2015; Experiment 3); and Wiklund-Hornqvist et al. (2014). There is also evidence that $TE$s can increase from short- to long-delay tests when $PC_R$ is greater than 0.5. Relative to a copy control condition that was similar to restudy, Kornell et al. (2011; Experiment 2) observed an increase in $TE$ magnitude from a 2-min to 2-day retention interval. Although that result was not statistically significant, it was of similar magnitude to that expected by the dual memory model given the observed $PC_R$ values at the two retention intervals. In the only manipulation of multiple retention intervals in the $TE$ literature to date, Carpenter et al. (2008) showed that, in two experiments with high restudy accuracy (around 0.95) on the shortest (5 min) delayed final test, the $TE$ increased in magnitude with increasing retention interval before decreasing. However, in their third experiment, in which restudy accuracy on the 5 min delayed final test was about 0.50, the $TE$ did not significantly increase, but rather appears to have only decreased with increasing delay, again consistent with model predictions.

Model fits to Carpenter, Pashler, Wixted, and Vul (2008). To gain more insight into the model’s ability to account for the Carpenter et al. (2008) results, we fitted the model at the subject-level for each experiment, and then averaged predictions over subjects. The results are
shown in Figure 7 (dashed-and-dotted lines), along with the three-parameter power function fits to the test condition data estimated by Carpenter et al. (dashed lines). The parameter-free dual memory model fitted poorly to the data from Experiment 1, but fairly well to most of the data from Experiments 2 and 3. In Experiment 2, the large increase in observed $TE$ is tracked closely across the first five retention intervals (Figure 7d). In Experiment 3, the model predicts only decreasing $TE$ with increasing retention interval (Figure 7f), which is roughly consistent with the test condition data (closed dots in Figure 7e). Where the model fitted poorly across the experiments, it tended to overestimate both proportion correct in the test condition and the $TE$ magnitude.

One possible explanation for that overestimation is that test memory strength was in some instances weaker in these experiments than was study memory strength. Generally, we would expect test memory strength to be more variable across different experimental designs and procedures than is study memory strength. Study memory for both the restudy and test conditions is assumed to be encoded during initial study and only strengthened during the training phase as a consequence of reactivation. That reactivation may require only modest subjective effort or executive process engagement. The degree of study memory strengthening may therefore be similar in both the restudy and test conditions. Encoding a new test memory during the training phase, on the other hand, may require more subjective effort and executive engagement, and may require more time. If so, then experimental factors such as trial timing and subject motivation level may have more impact on the strength of test memory than on the strength of study memory.

Drawing on the above reasoning, two properties of the Carpenter et al. (2008) data raise the possibility that test memory encoding was relatively weak. First, trial timing during the
training phase (for testing items: 4 s for retrieval and 1 s for feedback) was brief relative to most other studies in the literature, possibly stunting test memory formation more than the arguably more automatic study memory strengthening. Second, unlike the great majority of experiments in the literature, their subjects did not have to make an overt response on tested items in the training phase (a desired design feature given the research goals of Carpenter et al.). Hence there was no direct evidence that a response was retrieved on all test trials. There is mixed evidence regarding whether covert responding yields TEs that are equivalent to or smaller than those for overt responding, with the most recent work suggesting smaller TEs (Jönsson, Kubik, Sundqvist, Todorov, & Jonsson, 2014; Putnam & Roediger, 2013; Smith, Roediger, and Karpicke, 2013). It may also be that the effect of covert responding interacts with trial timing.

We thus explored whether a version of the model that assumes weaker test than study memory can better fit the Carpenter et al. (2008) data. We merely assumed that the proportion of items with strength above the response threshold on the final test is lower for test memory than for study memory. Otherwise, the model remained identical to the parameter-free model described earlier. To implement that single free parameter, we included a coefficient, $c$, which could take values between zero and one, beside the terms in Equation 1 that correspond to the test memory contribution to performance, yielding:

$$P_T = P_{T,s} + cP_{T,t} - P_{T,s} \cdot cP_{T,t}.$$  

Framed in terms of restudy performance, the equation is:

$$P_T = P_R + cP_R - P_R \cdot cP_R.$$  

Separately for each subject, $c$ was allowed to vary as a single free parameter in the model fit, just as the three parameters of the power function were allowed to vary at the subject level in the Carpenter et al. (2008) fits. Averaged fits to the data are shown in Figure 7 (all panels) as a
solid line. The model fits are improved relative to the parameter-free case, most notably for Experiment 1. For Experiment 2, the one-parameter fit to the $TE$ and $PC_T$ may by visual analysis be poorer than that for the parameter-free case, but it is optimal by the least squares criterion (which resulted in the $TE$ curve in Figure 7d being pulled downward due to the 42-day data point).

Overall, the one-parameter model provides a reasonably good account of the Carpenter et al. (2008) data (setting aside the 42-day retention result for Experiment 2). Of note, those one-parameter fits are highly competitive with fits of the purely descriptive three-parameter power function, besting that function on a least squares basis for two of the three experiments.

**Testing and the retention curve without feedback.** The dual memory model as described earlier can be straightforwardly applied to the case of testing without feedback. It predicts that a correct test trial without feedback will yield the same strengthening in both study and test memory as would have been the case had there been feedback. On incorrect initial test trials without feedback, on the other hand, study memory is not accessed and hence not strengthened, and no association between cue memory and the correct response is formed. Hence no productive associative learning occurs on those trials. Both the study and test memory strength distributions for tested items are thus bifurcated by accuracy after the training phase. That aspect of the model is consistent with work by Kornell et al. (2011) showing that testing without feedback yields bifurcated memory strengths. Given that forgetting occurs between training and final test phases, the model predicts that items incorrectly answered on an initial test with no feedback are rarely answered correctly on the final test (for empirical support see Pashler et al., 2005).

The model’s $TE$ predictions for testing without feedback depend principally on two
factors that do not need to be considered for the case of feedback: initial test proportion correct
and the increment in strength distributions for restudied and correctly answered test items due to
training. Thus, in contrast to the case of feedback, final test predictions for the case of no
feedback cannot be based solely on observed final test restudy performance. Rather, model
predictions were explored using simulation (for details see Appendix B).

Model predictions for initial test proportions correct of 0.95, 0.75, and 0.50 for an ideal
subject are shown in Figure 8 as a function of retention interval. For each curve, the model
predicts negative $TE$s at short delays and positive $TE$s at longer delays. The negative $TE$s at
short delays become slightly more extreme as initial test proportion correct decreases, bottoming
at about -0.22 when initial test proportion correct is about 0.3 and then becoming less negative as
that proportion becomes smaller. The positive testing effects become progressively smaller and
shorted lived as initial test proportion correct decreases below 0.5.

[insert Figure 8 around here]

The prediction that the $TE$ becomes larger from short to intermediate retention intervals
when there is no feedback is consistent with multiple studies in the literature (for the case of
cued recall, see Allen, Mahler, & Estes, 1969; Jang, Wixted, Pecher, Zeelenberg, & Huber, 2012;
Kornell et al., 2011; Toppino & Cohen, 2009; for meta-analytic data see Rowland, 2014). The
model prediction that the $TE$ can be null or negative at very short delays is also well supported in
the literature (e.g., Jang et al., 2012; Kornell et al., 2011; Toppino & Cohen, 2009; Halamish &
Bjork, 2011). Because there currently are no published experiments involving testing without
feedback in which multiple retention intervals were manipulated, constrained fits of the model to
testing without feedback retention data cannot yet be performed.
Effect of Training Type on Later Repeated Testing with Feedback

Across two experiments, Storm, Friedman, Murayama, & Bjork (2014) observed a theoretically important interaction between type of training and subsequent performance on a one-week delayed final test with feedback. In their Experiment 1, the training phase involved no training after initial study (baseline), six restudy trials per item (restudy), or six testing without feedback trials per item (test), manipulated within subjects. Experiment 2 was identical, except that the testing with no feedback training condition was replaced with a testing with feedback condition. On the final test of both experiments there were six blocks, each involving one test with feedback trial per item.

In their Experiment 2 involving testing with feedback (Figure 9b), results were as expected based on the literature: proportion correct was lowest across all six final test blocks in the baseline condition, intermediate in the restudy condition, and highest in the test condition. Of primary interest are the contrasting results of Experiment 1 (Figure 9a). Although performance on the first final test block was slightly better in the test (with no feedback) training condition than in the restudy condition (consistent with Experiment 2), relative performance in those two conditions was flipped on blocks 2 through 6. Thus, five prior restudy opportunities yielded a larger overall learning rate over final test blocks than did five prior testing with no feedback opportunities. Storm et al. (2014) explained their results in terms of the distribution-based bifurcation model and the new theory of disuse. Quantitative fits of their model were not reported, however.³

Dual Memory Model fits to Storm, Friedman, Murayama, and Bjork (2014). We fitted the dual memory model to the averaged data in Storm et al. (2014) to determine whether it can
capture either the two-way interaction between experiment (1 vs. 2) and training condition (test vs. restudy) or the three-way interaction also involving the higher learning rates over test blocks for restudied than for tested items in Experiment 1. We used a simulation approach similar to that described earlier for the case of testing without feedback. Gamma scale parameter values for each condition on the first final test block were set to roughly yield the observed proportions correct on those blocks. In addition, for the baseline conditions, scale parameter values on all six blocks were set to roughly yield the observed proportions correct. For blocks 2 through 6 in the restudy and test conditions, increments in scale parameter values over blocks were matched proportionally to those for the baseline condition. Model proportion correct predictions for those conditions and blocks were thus parameter-free. Further details of the model fits are included in Appendix C.

For Experiment 2 (Figure 9d), the model provided an approximate match to the Storm et al. (2014) data, demonstrating that it can roughly capture the final test repetition learning effects in the restudy and test conditions. Fits to the Experiment 1 data (Figure 9c) show that the model also predicts both the two-way and the three-way interaction: the overall performance advantage for testing with feedback over restudy in Experiment 2 was reversed in the model fits to Experiment 1, and the crossover interaction between condition (restudy vs. test) and block in Experiment 1 was also present. The magnitude of the latter effect, however, was smaller than that observed by Storm et al.

Although the dual memory account of the Storm et al. (2014) data described here is likely too simplistic, it does demonstrate the potential of the current modeling framework to explain their critical interaction results. The fits rest mechanistically on the model predictions that (a) only items that were repeatedly answered correctly over training blocks in the testing without
feedback condition of Experiment 1 accrued study and test memory strength during training, whereas (b) all items in the 5-restudy training condition accrued study memory (but not test memory) strength during training. Hence, relative to restudied items, there was at the outset of the final test both a dual memory advantage and a strength bifurcation disadvantage for items tested without feedback. In the fits to Storm et al.’s Experiment 1 data, those two mechanisms yielded similar overall performance in those two conditions, but with a larger learning rate over blocks in the restudy condition.

General Discussion

We have proposed a new model of the testing effect that is based on the empirically supported tenet that retrieval practice yields a test memory that is distinct from the memory formed through initial study, and that final test performance for tested items can occur through test memory, study memory, or both. From that framework, we derived a simple parameter-free model applicable to the case of cued recall. That model, and in one case a one-parameter variant of it, is unique in making successful quantitative predictions for each of the following: (a) the $TE$ magnitude across ten experiments conducted in our laboratory, (b) the $TE$ magnitude as a function of restudy performance in the literature, (c) the effect of feedback, (d) the testing retention effect for the cases of both feedback and no feedback, including fits to Carpenter et al. (2008), and (f) the effects of prior learning type on subsequent learning through testing with feedback in the two experiments of Storm et al. (2014).

Assumptions of the Dual Memory Model

Several auxiliary assumptions were made during model development. In all cases those assumptions were: (a) supported by empirical results in the literature, (b) consistent with theorizing in related areas, or (c) were simplest case assumptions that did not violate empirical
results in the literature. Assumptions that are consistent with prior empirical results include that:

(a) feedback on a correct test trial has negligible effect on learning (e.g., Pashler, et al, 2005; but see Butler, Karpicke, & Roediger, 2008, for contrasting results for low confidence correct responses using a multiple choice test), (b) testing with feedback produces no bifurcation in either the study or the test memory strength distributions as a function of test accuracy (e.g., Kornell et al., 2015), and (c) forgetting as measured by proportion correct follows a power function of time (e.g., Wixted, 1991). Assumptions corresponding to prior theoretical hypotheses include all-or-none memory retrieval, associative and retrieval independence, memory strength-threshold retrieval processes, and suppression of error associations by immediate feedback (Carrier & Pashler, 1992; Estes, 1955; Kornell et al., 2011; Ross and Bower, 1981).

**Extensions to Other Testing Effect Contexts**

The model developed here is restricted to the case of cued recall on both the initial and final test. The broader dual memory framework, however, can in principle be applied to any scenario in which learning through testing is compared to some non-testing task (e.g., restudy or reading). Here we illustrate that fact with examples of four relatively straightforward candidate extensions of the model.

**Recognition on the initial test.** In the dual memory model, a recognition test trial can reactivate and strengthen study memory just as can a restudy trial or a cued recall test trial. However, because the recognition stimulus presented on an “old” recognition trial is generally identical to an initially studied stimulus (and hence no response that is a portion of the initially studied study stimulus need be recalled), a separate test memory may not be encoded on recognition trials. If so, and if reactivation of study memory is largely automatic in this context,
(or if subjects have roughly equivalent motivation to retrieve prior memory in the recognition and restudy conditions), then the learning difference between restudy and recognition may be minimal. The dual memory model is thus consistent with negligible or small TEs for the case of a training phase recognition test, and observed by Carpenter and DeLosh (2006) and Hogan and Kintsch (1971).

**Transfer to stimulus-response rearranged items.** We make no attempt here to extend the model fully to the diverse literature on retrieval practice and transfer of learning (for reviews see Carpenter, 2012; Pan & Rickard, 2016c). The model provides a natural candidate account, however, of recent studies in which the items presented on the final cued recall test are stimulus-response (S-R) rearrangements of items presented on the initial cued recall test. For word triplets (Pan, Wong, et al., 2016) and history and biology facts (Pan, Gopal, et al., 2015), we have shown consistently over multiple experiments that final test performance for S-R rearranged items is indistinguishable from that for restudied items, and far below that of non-rearranged (i.e., tested) items. For example, if after initial study of a set of word triplets (e.g., *gift, wine, rose*), subjects are tested on retrieval of one missing word from each triplet (e.g., *gift, wine, ?*), but then on the final test are presented with S-R rearranged items from the same triplets (e.g., *wine, rose, ?*), performance on the S-R rearranged and restudied items is nearly identical (i.e., there is no transfer relative to restudy).

With slight elaboration on the properties of test memory, the dual memory model provides a straightforward account of that phenomenon. As noted earlier, study memory may be best understood as a pattern learning and completion network (e.g., Bishop, 1995; Ross & Bower, 1981) that can equivalently support final test performance for any S-R arrangement, on average over items. Test memory, on the other hand, may (at least under some circumstances)
allow only for retrieval in the direction of the trained cue to the trained response, and thus may not support transfer to S-R rearranged triplet and fact materials. If so, then only study memory can be accessed for both restudied items and S-R rearranged test items on the final test, resulting, according to our model, in the observed equivalent performance for those sets of items. Because restudy is expected to increase memory strength and subsequent recall accuracy (e.g., Kornell et al., 2011; Pan, Wong, et al., 2016), those triplet and fact transfer results cannot be accounted for by simply assuming that none of the learning that occurs during training test trials is accessible to S-R rearranged items. Rather, the data suggest that the study memory that is strengthened during the initial test is accessible to S-R rearranged items on the final test, whereas test memory is not.

As a caveat, strong positive transfer from tested to S-R reversed paired associates has been observed (e.g., Carpenter, Pashler, & Vul, 2006), at least after one test trial per word pair (cf. Vaughn & Rawson, 2014). Paired associates appear to constitute a special case in that regard, and the mechanisms that underlie the contrasting transfer results for pairs versus triplets and facts remains to be fully understood. For further exploration of that issue see Pan and Rickard (2016b).

**Test-potentiated learning.** Building on the work of Izawa (1971), Arnold and McDermott (2013) demonstrated a test-potentiated learning effect, in which five incorrect test trials without feedback prior to a study (i.e., feedback) trial yielded greater learning on that study trial—as indexed by subsequent test performance—than did one incorrect test trial without feedback prior to study. That effect was obtained in the context of no increase in proportion correct over the five incorrect test trials.

Although we do not advance a fully realized model of that phenomenon here, a feature of the dual memory model that is unique in the TE literature does provide a plausible mechanism
for it. In the current paper, it has been sufficient thus far to treat test memory in terms of a single strength value. At a finer grain size, however, two learning events are implied; encoding of cue memory and formation of an association between cue memory and the correct response, with the latter event being either concurrent with or contingent upon the former. On a later test, a correct retrieval can only occur if cue memory is reactivated and if the correct response is retrieved via the association.

Incorrect test trials with no feedback (whether one or five) cannot produce an association between cue memory and the correct response. Those trials can, however, enhance encoding of cue memory, the learning of which in the model requires only test stimulus presentation in the context of a retrieval task set. Five such test trials should achieve that learning to a greater extent than will one trial. Hence, during the subsequent study trial, associative strengthening between cue memory and the response can occur more effectively in the five-test condition than in the one-test condition, resulting in a greater increment in proportion correct on the next test trial (i.e., test-potentiated learning).

Via the mechanism described above, test-potentiated learning should be most potent when formation of cue memory is relatively difficult. That condition appears to hold in the Arnold and McDermott (2013) study, in which materials were paired associates involving unfamiliar, non-native language Russian cue words and native language English response words (e.g., medved–bear). Further, assuming that presentation of an unfamiliar foreign word as a cue is not likely to spark rich semantic activation, an alternative account of the potentiation phenomenon based on semantic processes (e.g., Hays, Kornell, & Bjork, 2013) would not seem applicable in this case.

The foregoing discussion makes it clear (or at least highly plausible) that a separate,
episodic cue memory can form on incorrect training phase test trials with no feedback. In our view it is not a far stretch to conclude that, as the dual memory model predicts, separate cue memory also forms on correct test trials and on incorrect test trials with feedback.

**Free recall on the final test.** There is a relatively straightforward extension of the model to the case of cued recall on the initial test and free recall on the final test (e.g., Carpenter, 2009; Carpenter & DeLosh, 2006; Carpenter, Pashler, et al., 2006; Fritz et al., 2007; Halamish & Bjork, 2011; Karpicke & Zaromb, 2010; Peterson & Mulligan, 2013; Rowland, 2014; Rowland & DeLosh, 2015). As reviewed by Hintzman (2016), sequential presentation of paired associate items (as in cued recall training in the TE paradigm) does not appear to yield measurable inter-item associations, provided that task instructions or other task properties do not lead subjects to believe that inter-item associations are important to learn. Thus, final test free recall following cued recall training can be plausibly modeled by assuming independent memories for each item encountered during training. For items in the restudy condition, final test performance can be mediated by study memory only, whereas for items in the test condition, retrieval can occur through study memory, test memory, or both, resulting in greater recall probability in the test condition. That conclusion from the model likely holds regardless of the mechanistic details of free recall on the final test. It remains to be seen, however, whether that simple extension of the model can provide good quantitative fits.

Halamish and Bjork (2011; Experiment 2) explored the case of cued recall on the initial test and (most pertinently here) cued vs. free recall on the final test. Their design involved *no feedback* on the initial test and a brief (8.4 min) delay between the training and final test phase. As both the dual memory and the distribution-based bifurcation models can predict, a negative TE was observed for cued recall on the final test. Of most interest, however, a *positive TE was*
observed for free recall on the same final test. Halamish and Bjork explained those contrasting results in terms of their distribution of associations bifurcation model and the fact that free recall is typically more difficult than is cued recall. In their account, the extra difficulty of free recall has functionally the same effect as would a longer delay period (essentially requiring a higher strength threshold for correct responding), hence resulting in the shift to a positive testing effect for free recall. Because the dual memory model also incorporates the bifurcation effect for testing without feedback, it can explain their result in the same way and with the same level of specificity (see Figure 8 for the shift from negative to positive TE as retention interval, and plausibly other factors that affect retrieval difficulty, increases).

**Further Tests of the Dual Memory Model**

Because the model makes quantitative predictions with limited flexibility, there are straightforward ways to further evaluate it. One approach is to more densely sample the space of experimental manipulations to which the model was applied in this manuscript, including joint manipulations of task (such as restudy, testing with feedback, and testing without feedback) and retention interval. A second approach would be to test the core premise of the model experimentally, using manipulations that could be hypothesized to moderate the relative influence of study and test memory on the final test, or to disassociate cue memory learning and learning of the association between cue memory and the response. Three examples of such manipulations have already been discussed: recognition vs. cued recall on the initial test, tested vs. S-R rearranged items on the final test, and test-potentiated learning.

Another approach would be to compare the model predictions to those of alternative quantitative models that can successfully explain a similar set of TE phenomena. That approach awaits development of an alternative model that meets that criterion. Analogously, fair
evaluation of the assumptions in the dual memory model, as well as the free parameters that it may require for data fitting, can be made only in comparison to an empirically competitive model of quantitative aspects of TE phenomena.

**Relations to Other Theories**

The dual memory model appears to be the first in the TE literature that applies to the cases of both feedback and no feedback. Some researchers have suggested that TE theorizing is most profitably restricted to the case of no feedback (e.g., Karpicke et al., 2014). We have taken the opposite approach, first developing the model for the case of feedback and then applying it straightforwardly to the case of no feedback. That approach may also be productive in the exploration of alternative theories, wherein any complication of including feedback in initial model development may be more than offset by the benefit of a more integrative account.

As noted earlier, the dual memory model incorporates study memory strength bifurcation as a function of accuracy for items tested without feedback, a property of testing that was first identified by Kornell et al. (2011) and Halamish and Bjork (2011). Our model’s prediction of a negative TE on an immediate final test for that case thus relies on the same mechanism as does the distribution-based bifurcation model that was proposed by the same authors. Those models differ, however, in their hypotheses about the cause of the positive-going (and subsequently decreasing) TE as retention interval increases (see Figure 8). The bifurcation model attributes that effect to the greater memory strength for tested than for restudied items along a single dimension, but it does not provide a mechanistic account of that strength difference as the dual memory model does. Further, unlike the bifurcation model as developed to date in the literature, the dual memory model applies to the cases of both feedback and no feedback, among several other phenomena, and it has been implemented and tested quantitatively.
Several theories in which a task-specific or unique processes are thought to occur on test trials, including but not limited to more elaborative retrieval (Carpenter, 2009), greater mediator effectiveness (Pyc & Rawson, 2010), or more effective neural network error correction (Mozer, et al., 2004), could potentially be integrated with the dual memory model as a mechanism that moderates test memory strength but not (or less so) study memory strength. According to our model, however, the TE should still be observed when the possibility of semantic elaboration or the use of effective mediators appears to be minimized. As Karpicke et al. (2014) has noted, several studies that meet those criteria have yielded the expected testing effects (Carpenter & DeLosh, 2005; Carpenter & Kelly, 2012; Coppens, Verkoeijen, & Rikers, 2011; Kang, 2010).

The dual memory model may also prove useful as a reference case in future theory development. Assumptions of separate and independent processes are common in quantitative theory development, both within psychology (e.g., Stimulus Sampling Theory; Estes, 1955; see also Atkinson & Shiffrin, 1968; Hintzman, 2010) and more generally. Because such models can make precise, constrained, and testable predictions – and because they often posit non-ambiguous mechanisms – they can play an important role in ruling out some sub-classes of models in favor of others (e.g., Benjamin and Tullis, 2010; Snodgrass & Townsend, 1980).

**Conclusions**

The dual memory model provides a well-supported quantitative account of multiple phenomena in the testing effect literature, with empirical coverage that is well beyond that provided by other models to date. The model draws attention to the potentially central role that new episodic encoding during test trial cue presentation may play in the testing effect, and it identifies a candidate mathematical relation between restudy performance and the testing effect that may be useful in future theory development. Despite the successes of the model, however, it
is not advanced here as a comprehensive account of all testing effect phenomena. It currently provides no account of the effects of free recall on the initial test, certain cases of transfer, semantic relatedness effects, and immediate vs. delayed feedback, among other phenomena. Given the variety of contexts in which retrieval practice enhances learning, we suspect that two or more distinct mechanisms may underlie the testing effect.
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Footnotes

1 The item small sample bias estimates were calculated (over multiple values of $P_R$ and restudy item sample size, $n$) using 100,000 simulated subjects, each with the same value of $P_R$ and $n$ in each simulation. The simulation for each unique combination of $P_R$ and $n$ can thus be understood as an *experiment* with 100,000 identical subjects. For each simulated subject, the observed proportion correct in the restudy condition on the final test was generated using $n$ Bernoulli trials with the success parameter on each trial set to the value of $P_R$ in the simulation. The result is a distribution of $PC_R$ values over simulated subjects in each experiment. The simulated observed $TE$ (assuming the parameter free model is correct) was then calculated for each subject by applying Equation 5 to the observed $PC_R$. The mean of that observed $TE$ was then compared to theoretical $TE$ for $P_R$ value of that simulation using Equation 3. The difference between the simulated $TE$ and the theoretical $TE$ at each simulated level of $P_R$ and $n$ constituted the item small sample bias.

2 We thank Shana Carpenter for kindly providing the data sets for these analyses.

3 In a personal communication, R. A. Bjork noted that the authors were able to fit their data quantitatively but chose not to report it.
Figure 1. Conceptual depiction of strength distributions under the dual memory model. Panel a: gamma distributions of study memory strength in the *restudy* condition after initial study (dashed line) and after training (solid line). Panels b and c: gamma distributions of study memory and test memory strength in the *testing with feedback* condition.
**Figure 2.** The testing effect as a function of restudy probability correct. Solid curved line: Parameter-free dual memory model prediction for the ideal subject, and parameter-free model upper bound $TE$ for (1) data averaged over subjects and (2) variants of the model in which strengths in study and test memory are positively correlated or in which test memory is weaker than the study memory. Dashed line: Logical upper bound $TE$. See Figure 5 for plots of literature data.
Figure 3. Observed and predicted results for ten data sets collected in our laboratory and for all ten data sets combined ($n = 483$). Error bars indicate 95% confidence intervals. Experiment numbers correspond to the first ten rows of Appendix A.
Figure 4. Scatterplot of observed vs. predicted proportion correct in the test condition for ten data sets collected in our laboratory.
Figure 5. Mean testing effects as a function of restudy probability correct for 114 data sets in the literature identified in our literature review.
Figure 6. Predicted testing effects as a function of retention interval and of proportion correct in the restudy condition on an immediate final test. Immediate final test proportions correct of 1.0, 0.8, 0.5, and 0.15 are depicted.
Figure 7. Results of Experiments 1-3 of Carpenter, Wixted, Pashler, and Vul (2006). For each experiment, the best fitting three parameter power function for test condition data (as published in Carpenter et al.) as well as parameter-free and one-parameter fits of the dual memory model to both test condition and TE data, are shown. Data adapted with permission from Carpenter et al., Mem Cognition, 36(2), p. 442.
Figure 8. Idealized subject parameter-free model predictions for the testing effect as a function of retention interval for the case of no feedback on the initial test. Initial test proportions correct of 0.95, 0.75, and 0.5 are depicted. Values in parentheses are corresponding predicted proportions correct in the restudy condition on a hypothetical immediate final test, as determined by the training phase strength increment value used in the simulations.
Figure 9. Final test results of Experiments 1 and 2 of Storm, Friedman, Murayama, and Bjork, (2014), and dual memory model fits to those experiments. Details of the model fits are described in Appendix C. Panels a and b adapted with permission from Storm et al., J Exp Psychol Learn, 40(1), p. 120.
## Appendix A

### Testing with Feedback Studies Included in Tests of the Dual Memory Model

<table>
<thead>
<tr>
<th>Source</th>
<th>Reference</th>
<th>Condition</th>
<th>Design</th>
<th>Proportion correct</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Laboratory data</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pan, Gopal, et al., 2015</td>
<td>Exp 1, AP History facts</td>
<td>38</td>
<td>48 h</td>
<td>0.35</td>
<td>0.20</td>
</tr>
<tr>
<td>Pan, Pashler, et al., 2015</td>
<td>Exp 1, paired associate words</td>
<td>120</td>
<td>24 h</td>
<td>0.46</td>
<td>0.29</td>
</tr>
<tr>
<td></td>
<td>Exp 2, paired associate words</td>
<td>122</td>
<td>24 h</td>
<td>0.55</td>
<td>0.36</td>
</tr>
<tr>
<td>Pan, Wong, et al., 2016</td>
<td>Exp 1, triple associate words</td>
<td>42</td>
<td>7 d</td>
<td>0.45</td>
<td>0.26</td>
</tr>
<tr>
<td>Pan &amp; Rickard, 2016a</td>
<td>Exp 1, paired associate words</td>
<td>33</td>
<td>24 h</td>
<td>0.69</td>
<td>0.49</td>
</tr>
<tr>
<td></td>
<td>Exp 1, paired associate words</td>
<td>25</td>
<td>7 d</td>
<td>0.39</td>
<td>0.19</td>
</tr>
<tr>
<td></td>
<td>Exp 1, triple associate words</td>
<td>32</td>
<td>24 h</td>
<td>0.64</td>
<td>0.50</td>
</tr>
<tr>
<td></td>
<td>Exp 1, triple associate words</td>
<td>29</td>
<td>7 d</td>
<td>0.45</td>
<td>0.27</td>
</tr>
<tr>
<td>Pan &amp; Rickard, 2016b</td>
<td>Exp 1, paired associate words</td>
<td>42</td>
<td>24 h</td>
<td>0.76</td>
<td>0.55</td>
</tr>
<tr>
<td></td>
<td>Exp 1, paired associate words</td>
<td>42</td>
<td>7 d</td>
<td>0.41</td>
<td>0.20</td>
</tr>
<tr>
<td><strong>Literature search</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baghdady et al., 2014</td>
<td>Diagnostic accuracy, immediate</td>
<td>55/57</td>
<td>0 h</td>
<td>0.74</td>
<td>0.67</td>
</tr>
<tr>
<td></td>
<td>Feature list, immediate</td>
<td>55/57</td>
<td>0 h</td>
<td>0.73</td>
<td>0.75</td>
</tr>
<tr>
<td></td>
<td>Diagnostic accuracy, delayed</td>
<td>55/57</td>
<td>7 d</td>
<td>0.72</td>
<td>0.67</td>
</tr>
<tr>
<td></td>
<td>Feature list, delayed</td>
<td>55/57</td>
<td>7 d</td>
<td>0.60</td>
<td>0.61</td>
</tr>
<tr>
<td>Barcroft, 2007</td>
<td>Posttest 1</td>
<td>24</td>
<td>0 m</td>
<td>0.61</td>
<td>0.56</td>
</tr>
<tr>
<td>Bishara &amp; Jacoby, 2008</td>
<td>Exp 1, young adults</td>
<td>18</td>
<td>3 m</td>
<td>0.95</td>
<td>0.83</td>
</tr>
<tr>
<td></td>
<td>Exp 1, older adults</td>
<td>18</td>
<td>3 m</td>
<td>0.82</td>
<td>0.67</td>
</tr>
<tr>
<td>Brewer &amp; Unsworth, 2012</td>
<td>Paired-associate testing task</td>
<td>107</td>
<td>24 h</td>
<td>0.51</td>
<td>0.45</td>
</tr>
<tr>
<td>Butler, 2010</td>
<td>Exp 1a, factual, same test</td>
<td>48</td>
<td>24 h</td>
<td>0.76</td>
<td>0.27</td>
</tr>
<tr>
<td></td>
<td>Exp 1a, conceptual, same test</td>
<td>48</td>
<td>24 h</td>
<td>0.70</td>
<td>0.39</td>
</tr>
<tr>
<td>Carpenter, Pashler, et al., 2006</td>
<td>Exp 1</td>
<td>43</td>
<td>18-24 h</td>
<td>0.72</td>
<td>0.58</td>
</tr>
<tr>
<td></td>
<td>Exp 2</td>
<td>19</td>
<td>18-24 h</td>
<td>0.64</td>
<td>0.50</td>
</tr>
<tr>
<td>Carpenter et al., 2008</td>
<td>Exp 1, 5 min delay</td>
<td>55</td>
<td>5 m</td>
<td>0.93</td>
<td>0.91</td>
</tr>
<tr>
<td></td>
<td>Exp 1, 1 day delay</td>
<td>55</td>
<td>24 h</td>
<td>0.88</td>
<td>0.82</td>
</tr>
<tr>
<td></td>
<td>Exp 1, 2 day delay</td>
<td>55</td>
<td>48 h</td>
<td>0.86</td>
<td>0.78</td>
</tr>
<tr>
<td></td>
<td>Exp 1, 7 day delay</td>
<td>55</td>
<td>7 d</td>
<td>0.66</td>
<td>0.60</td>
</tr>
<tr>
<td></td>
<td>Exp 1, 14 day delay</td>
<td>55</td>
<td>14 d</td>
<td>0.47</td>
<td>0.42</td>
</tr>
<tr>
<td></td>
<td>Exp 1, 42 day delay</td>
<td>55</td>
<td>42 d</td>
<td>0.34</td>
<td>0.30</td>
</tr>
<tr>
<td></td>
<td>Exp 2, 5 min delay</td>
<td>57</td>
<td>5 m</td>
<td>0.96</td>
<td>0.93</td>
</tr>
</tbody>
</table>

(appendix continues)
### Appendix A (continued)

<table>
<thead>
<tr>
<th>Source</th>
<th>Reference</th>
<th>Condition</th>
<th>Design</th>
<th>Proportion correct</th>
<th>Proportion correct</th>
<th>Proportion correct</th>
<th>Proportion correct</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>N</td>
<td>Delay</td>
<td>Testing</td>
<td>Restudy</td>
</tr>
<tr>
<td>Carpenter et al., 2009</td>
<td></td>
<td>Immediate review group</td>
<td>37</td>
<td>270 d</td>
<td>0.08</td>
<td>0.08</td>
<td>0.02</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Delayed review group</td>
<td>38</td>
<td>270 d</td>
<td>0.12</td>
<td>0.09</td>
<td>0.03</td>
</tr>
<tr>
<td>Carrier &amp; Pashler, 1992</td>
<td>Exp 4</td>
<td>60</td>
<td>2 m</td>
<td>0.71</td>
<td>0.66</td>
<td>0.05</td>
<td></td>
</tr>
<tr>
<td>Coane, 2013</td>
<td>Young, Study-Study vs. Study-Test</td>
<td>24/21</td>
<td>10 m</td>
<td>0.69</td>
<td>0.69</td>
<td>0.00</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Old, Study-Study vs. Study-Test</td>
<td>20/21</td>
<td>10 m</td>
<td>0.62</td>
<td>0.56</td>
<td>0.06</td>
<td></td>
</tr>
<tr>
<td>Finley et al., 2011</td>
<td>Exp 2, test vs. restudy</td>
<td>80</td>
<td>10 m</td>
<td>0.58</td>
<td>0.40</td>
<td>0.18</td>
<td></td>
</tr>
<tr>
<td>Fritz et al., 2007</td>
<td>Exp 1, testing vs. rehearsal</td>
<td>15/15</td>
<td>3 m</td>
<td>0.72</td>
<td>0.47</td>
<td>0.25</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Exp 2, testing vs. restudy</td>
<td>10/10</td>
<td>24 h</td>
<td>0.75</td>
<td>0.55</td>
<td>0.20</td>
<td></td>
</tr>
<tr>
<td>Goossens et al., 2014a</td>
<td>Exp 1, restudy vs. RP</td>
<td>39/41</td>
<td>7 d</td>
<td>0.82</td>
<td>0.75</td>
<td>0.07</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Exp 2, restudy vs. RP</td>
<td>42/40</td>
<td>7 d</td>
<td>0.83</td>
<td>0.69</td>
<td>0.14</td>
<td></td>
</tr>
<tr>
<td>Goossens et al., 2014b</td>
<td>Pairs, SSSSSSS vs. SSSSTST</td>
<td>30</td>
<td>7 d</td>
<td>0.53</td>
<td>0.41</td>
<td>0.12</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Story, SSSSSSS vs. SSSSTST</td>
<td>30</td>
<td>7 d</td>
<td>0.41</td>
<td>0.36</td>
<td>0.05</td>
<td></td>
</tr>
<tr>
<td>Jacoby et al., 2010</td>
<td>Exp 1, SSSSS vs. STTTTT</td>
<td>40</td>
<td>0 m</td>
<td>0.79</td>
<td>0.71</td>
<td>0.08</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Exp 2, SSSSS vs. STTTTT</td>
<td>36</td>
<td>5 m</td>
<td>0.73</td>
<td>0.60</td>
<td>0.13</td>
<td></td>
</tr>
<tr>
<td>Kang, 2010</td>
<td>Exp 1</td>
<td>33/33</td>
<td>10 m</td>
<td>0.66</td>
<td>0.53</td>
<td>0.13</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Exp 2</td>
<td>39/39</td>
<td>24 h</td>
<td>0.56</td>
<td>0.39</td>
<td>0.17</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Exp 3</td>
<td>60</td>
<td>10 m</td>
<td>0.63</td>
<td>0.55</td>
<td>0.08</td>
<td></td>
</tr>
<tr>
<td>Kang &amp; Pashler, 2014</td>
<td>Exp 1, low value, 2 trials</td>
<td>38</td>
<td>48 h</td>
<td>0.26</td>
<td>0.24</td>
<td>0.02</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Exp 1, low value, 4 trials</td>
<td>38</td>
<td>48 h</td>
<td>0.50</td>
<td>0.35</td>
<td>0.15</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Exp 1, high value, 2 trials</td>
<td>38</td>
<td>48 h</td>
<td>0.28</td>
<td>0.22</td>
<td>0.06</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Exp 1, high value, 4 trials</td>
<td>38</td>
<td>48 h</td>
<td>0.49</td>
<td>0.36</td>
<td>0.13</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Exp 2, no incentive, 2 trials</td>
<td>59</td>
<td>48 h</td>
<td>0.29</td>
<td>0.23</td>
<td>0.06</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Exp 2, no incentive, 4 trials</td>
<td>59</td>
<td>48 h</td>
<td>0.52</td>
<td>0.34</td>
<td>0.18</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Exp 2, incentive, 2 trials</td>
<td>59</td>
<td>48 h</td>
<td>0.23</td>
<td>0.17</td>
<td>0.06</td>
<td></td>
</tr>
</tbody>
</table>
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### Appendix A (continued)

<table>
<thead>
<tr>
<th>Source</th>
<th>Reference</th>
<th>Condition</th>
<th>Design</th>
<th>Proportion correct</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>N</td>
<td>Delay</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Exp 2, incentive, 2 trials</td>
<td>59</td>
<td>48 h</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Exp 2, incentive, 4 trials</td>
<td>59</td>
<td>48 h</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Exp 3, no incentive, 2 trials</td>
<td>120</td>
<td>48 h</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Exp 3, no incentive, 4 trials</td>
<td>120</td>
<td>48 h</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Exp 3, incentive, 2 trials</td>
<td>120</td>
<td>48 h</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Exp 3, incentive, 4 trials</td>
<td>120</td>
<td>48 h</td>
</tr>
<tr>
<td></td>
<td>Kang et al., 2007</td>
<td>Exp 2, short answer training</td>
<td>48</td>
<td>72 h</td>
</tr>
<tr>
<td></td>
<td>Kang et al., 2013</td>
<td>Exp 1, comprehension</td>
<td>41</td>
<td>0 h</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Exp 1, production</td>
<td>41</td>
<td>0 h</td>
</tr>
<tr>
<td></td>
<td>Karpicke &amp; Blunt, 2011</td>
<td>Exp 1, repeated study vs. RP</td>
<td>20/20</td>
<td>7 d</td>
</tr>
<tr>
<td></td>
<td>Keresztes et al., 2014</td>
<td>Short retention interval group</td>
<td>13</td>
<td>20 m</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Long retention interval group</td>
<td>13</td>
<td>7 d</td>
</tr>
<tr>
<td></td>
<td>Kornell &amp; Son, 2009</td>
<td>Exp 1, feedback condition</td>
<td>19</td>
<td>5 m</td>
</tr>
<tr>
<td></td>
<td>Kornell et al., 2011</td>
<td>Exp 2, copy vs. T+FB condition</td>
<td>40</td>
<td>10 m</td>
</tr>
<tr>
<td></td>
<td>Kromann et al., 2009</td>
<td>Control vs. intervention group</td>
<td>40/41</td>
<td>14 d</td>
</tr>
<tr>
<td></td>
<td>LaPorte &amp; Voss, 1975</td>
<td>Exp 1, restudy vs. Qs + answers</td>
<td>24/24</td>
<td>7 d</td>
</tr>
<tr>
<td></td>
<td>Larsen et al., 2013</td>
<td>Study vs. written test</td>
<td>41</td>
<td>180 d</td>
</tr>
<tr>
<td></td>
<td>Lipko-Speed et al., 2014</td>
<td>Exp 1, study vs. test+feedback</td>
<td>27</td>
<td>48 h</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Exp 2, study vs. test+feedback</td>
<td>30</td>
<td>48 h</td>
</tr>
<tr>
<td></td>
<td>McDermott et al, 2014</td>
<td>Exp 3, restudy vs. SA quiz</td>
<td>116</td>
<td>60 h</td>
</tr>
<tr>
<td></td>
<td>Metcalfe et al., 2007</td>
<td>Exp 1, computer vs. self-study</td>
<td>14</td>
<td>7 d</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Exp 2, computer vs. self-study</td>
<td>18</td>
<td>7 d</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Exp 3, computer vs. self-study</td>
<td>13</td>
<td>7 d</td>
</tr>
<tr>
<td></td>
<td>Morris &amp; Fritz, 2000</td>
<td>Exp 2, simple game vs. repetition</td>
<td>100+</td>
<td>30 m</td>
</tr>
<tr>
<td></td>
<td>Morris &amp; Fritz, 2002</td>
<td>Original game vs. no retrieval</td>
<td>88/64</td>
<td>30 m</td>
</tr>
<tr>
<td></td>
<td>Morris et al., 2004</td>
<td>Exp 2, semantic instructions</td>
<td>12/12</td>
<td>5 m</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Exp 2, no semantic instructions</td>
<td>12/12</td>
<td>5 m</td>
</tr>
<tr>
<td></td>
<td>Pan, Gopal, et al., 2015</td>
<td>Exp 2, AP Biology facts</td>
<td>58</td>
<td>48 h</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Exp 4, AP History facts, 1 term</td>
<td>45</td>
<td>24 h</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Exp 4, AP History facts, 2 terms</td>
<td>45</td>
<td>24 h</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Exp 4, AP History facts, 3 terms</td>
<td>45</td>
<td>24 h</td>
</tr>
</tbody>
</table>

(appendix continues)
### Appendix A (continued)

<table>
<thead>
<tr>
<th>Source</th>
<th>Reference</th>
<th>Condition</th>
<th>Design</th>
<th>Proportion correct</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>N</td>
</tr>
<tr>
<td>Pan &amp; Rickard, 2016a</td>
<td>Exp 2, triple associate words</td>
<td></td>
<td></td>
<td>58</td>
</tr>
<tr>
<td></td>
<td>Exp 3, triple associate words</td>
<td></td>
<td></td>
<td>60</td>
</tr>
<tr>
<td>Peterson &amp; Mulligan, 2013</td>
<td>Exp 2</td>
<td></td>
<td></td>
<td>28/28</td>
</tr>
<tr>
<td>Putnam &amp; Roediger, 2013</td>
<td>Exp 2, restudy vs. type+aloud</td>
<td></td>
<td></td>
<td>50</td>
</tr>
<tr>
<td></td>
<td>Exp 2, restudy vs. overt</td>
<td></td>
<td></td>
<td>25</td>
</tr>
<tr>
<td>Pyc &amp; Rawson, 2010</td>
<td>Cue-only retrieval group</td>
<td></td>
<td></td>
<td>20/20</td>
</tr>
<tr>
<td></td>
<td>Cue+mediator given group</td>
<td></td>
<td></td>
<td>20/20</td>
</tr>
<tr>
<td></td>
<td>Cue+mediator recall group</td>
<td></td>
<td></td>
<td>20/20</td>
</tr>
<tr>
<td>Rohrer et al., 2010</td>
<td>Exp 1, standard test</td>
<td></td>
<td></td>
<td>28</td>
</tr>
<tr>
<td></td>
<td>Exp 2, standard test</td>
<td></td>
<td></td>
<td>28</td>
</tr>
<tr>
<td>Rowland &amp; DeLosh, 2015</td>
<td>Exp 4, 30 s condition</td>
<td></td>
<td></td>
<td>18</td>
</tr>
<tr>
<td></td>
<td>Exp 4, 90 s condition</td>
<td></td>
<td></td>
<td>20</td>
</tr>
<tr>
<td>Storm et al., 2014</td>
<td>Exp 2, first final delayed test</td>
<td></td>
<td></td>
<td>18</td>
</tr>
<tr>
<td>Sumowski et al., 2010</td>
<td>Healthy controls, spaced</td>
<td></td>
<td></td>
<td>16</td>
</tr>
<tr>
<td>Wartenweiler, 2011</td>
<td>Exp 1</td>
<td></td>
<td></td>
<td>32</td>
</tr>
<tr>
<td>Wiklund-Hornqvist et al., 2014</td>
<td>SS vs. ST&lt;sub&gt;f&lt;/sub&gt;</td>
<td></td>
<td></td>
<td>43/40</td>
</tr>
</tbody>
</table>

**Note:** Exp = Experiment; RP = retrieval practice; TE = testing effect. N indicates the number of subjects in the experiment in total, or if it was a between-subjects design, the number to the left of the slash is the total in the testing condition, while the number to the right of the slash is the total in the restudy condition. <sup>1</sup>Laboratory data = ten data sets initially used to test the dual memory model; <sup>2</sup>Literature search = papers gathered from Rawson & Dunlosky (2011), Rowland (2014), and database searches that were used in subsequent tests of the dual memory model.
Appendix B

Simulated Predictions for Testing Without Feedback as a Function of Retention Interval

The simulation implements the parameter-free model, adapted to the case of no feedback as described in the main text. Each data point that forms the prediction lines in Figure 8 was based on 100,000 random samples from a gamma distribution of item strengths for an ideal subject. The gamma distribution shape parameter was set to 2.0 for all simulations and the response threshold, \( t \), was set to 1.0. Post study phase memory strengths were set to achieve initial test proportion correct of 0.95, 0.75, and 0.50. To yield those initial test values, the corresponding gamma distribution scale parameters were set to 2.85, 1.04, and 0.6. To model training phase learning in the restudy condition and for correctly answered test items, the scale parameter for each distribution after initial study was multiplied by 1.5. For simulated incorrect (below threshold) initial test trials, the study memory strength distribution was not incremented. Hence those items were never answered correctly on the simulated final test. Reduced memory strength \( S_I \) over a retention interval for each simulated item was modeled using a power function, \( S_I = S_0 \times (retention\ interval + 1)^{-1} \), where \( S_0 \) is the item strength immediately after the training phase.
Appendix C

Simulations of the Storm, Friedman, Murayama, & Bjork (2014) Data

The Storm, Friedman, Murayama, and Bjork (2014) data were simulated using the same framework that was used to model the retention function for the case of testing without feedback. However, in this case only final test performance was directly modeled. The gamma distribution shape parameter was held constant at 2.0 and the response threshold, \( t \), was held constant at 6.25. Separate simulations were performed for Experiments 1 and 2. To mimic the combined effects learning during the training phase and forgetting during the retention interval, gamma scale parameters (\( \beta \)) for the first final test block in all conditions was set such that predicted proportion correct roughly approximated observed proportion correct, incorporating the parameter-free model assumption of identical strength distributions in study and test memory for the test conditions. Because the rate of learning with repeated testing is not specified in the model, \( \beta \) values for the baseline condition were set such that predicted proportion correct in that condition roughly matched observed proportion correct across all six final set blocks. Those preset values, shown in bold in the table below, were then used to fully constrain the rate of increase in \( \beta \) from block to block in the restudy and test conditions, as detailed below. Thus, the model makes parameter-free predictions for observed proportion correct from blocks 2 through 6 for both the test and restudy conditions. These simulations were performed for the ideal subject, whereas the Storm et al. data are averaged over experimental subjects. Because we were not attempting to optimize quantitative fits in this case, but rather are exploring whether the interactions in the Storm et al. data can be produced by the model, that fact is not consequential.

Consider the baseline condition of Experiment 1 (see accompanying table). On the first final test block there had been no prior test trials in that condition, so there is no test memory (as
represented by the three dashes in the corresponding table cell). \( \beta \) for study memory was set to 1.32 to yield the proportion correct observed by Storm et al. (0.05) on that block. On block 2, we assume that the scale parameter for test memory (which is first formed on final test block 1) is 90% that of study memory on block 2; because study memory strength was weak on the first final test block in the baseline conditions (as indexed by low proportion correct in that case), it was reasonable to assume that \( \beta \) for study memory strength on the second test block would be only slightly greater than \( \beta \) for test memory strength on that block. No other percent alternatives were searched in the simulations. The scale parameter for study memory on block 2 was then set such that the predicted proportion correct matched the observed data, yielding study memory \( \beta \) value of 1.70 and test memory \( \beta \) of 1.53. For blocks 3 through 6, the same parameter setting procedure was repeated, with the test memory \( \beta \) value always incremented by the same proportion as the study memory \( \beta \) value.

Because test memory strength is independent of study memory strength in the model, \( \beta \) on each final block within each experiment is identical for all cases in which there were no correct test trials during training, including the baseline and restudy conditions, and incorrectly answered items in the test condition of Experiment 1 (see table). For incorrectly answered test items in Experiment 1, both study and test memory are assumed to be absent or inaccessible on the first final test block. For simplicity, the identical distributions assumptions for study and test memory in the parameter-free model are assumed to hold throughout the final test, both for simulated items that were correctly and incorrectly answered during the training phase. Based on results of Storm et al. (2014), 30% of the simulated tested items in Experiment 1 were modeled as have been correctly answered during training and 70% were modeled as having been answered incorrectly. Procedures for setting \( \beta \) values for Experiment 2 were identical to those
for Experiment 1, with the exception that, because Experiment 2 involved testing with feedback, the $\beta$ values for correctly and incorrectly answered items were modeled identically.

Table of Gamma Scale Parameter Values (as a Function of Experiment, Condition, Memory Type, and Final Test Block)

<table>
<thead>
<tr>
<th>Source</th>
<th>Training condition</th>
<th>Memory type</th>
<th>Final Test Block</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>Experiment 1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Restudy</td>
<td>Test memory</td>
<td>—</td>
<td>1.53</td>
</tr>
<tr>
<td></td>
<td>Study memory</td>
<td>2.00</td>
<td>2.58</td>
</tr>
<tr>
<td>Test Correct</td>
<td>Test memory</td>
<td>4.50</td>
<td>5.80</td>
</tr>
<tr>
<td></td>
<td>Study memory</td>
<td>4.50</td>
<td>5.80</td>
</tr>
<tr>
<td>Test Incorrect</td>
<td>Test memory</td>
<td>—</td>
<td>1.53</td>
</tr>
<tr>
<td></td>
<td>Study memory</td>
<td>—</td>
<td>1.53</td>
</tr>
<tr>
<td>Baseline</td>
<td>Test memory</td>
<td>—</td>
<td>1.53</td>
</tr>
<tr>
<td></td>
<td>Study memory</td>
<td>1.32</td>
<td>1.70</td>
</tr>
<tr>
<td>Experiment 2</td>
<td></td>
<td></td>
<td>1.80</td>
</tr>
<tr>
<td>Restudy</td>
<td>Test memory</td>
<td>—</td>
<td>1.80</td>
</tr>
<tr>
<td></td>
<td>Study memory</td>
<td>3.00</td>
<td>4.05</td>
</tr>
<tr>
<td>Test</td>
<td>Test memory</td>
<td>2.90</td>
<td>3.19</td>
</tr>
<tr>
<td></td>
<td>Study memory</td>
<td>2.90</td>
<td>3.19</td>
</tr>
<tr>
<td>Baseline</td>
<td>Test memory</td>
<td>—</td>
<td>1.80</td>
</tr>
<tr>
<td></td>
<td>Study memory</td>
<td>1.48</td>
<td>2.00</td>
</tr>
</tbody>
</table>

*Note:* Boldface values correspond to data points in Storm et al. (2014) that were used to fix the values of gamma distribution scale parameters in the simulations.